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Ito stochastic differential equation

Definition
Let (Bt)¢>0 be Brownian motion. A stochastic process (X;)s>o is a solution to the
Ito stochastic differential equation

dXt — b(t, Xt)dt + O'(t, Xt)dBt

if forall t > 0 and X,,

t t
X = Xy + / b(s, X;) ds + / o(s, Xs) dBs.
0 0

We call any such solution an Ito process.
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Existence and uniqueness
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Conditions from ODEs

Question: what conditions can we impose on b and ¢ to ensure that there exists a
unique solution to the following SDE:

dXt — b(t, Xt)dt + O'(t, Xt)dBt
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Counterexample: existence
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Figure 1: The solution for the ODE dX; = X?dt and X, = 1 explodes.
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Counterexample: existence

The following ODE does not have a global solution:

dxX;

W - th and X() =1.

It has the unique solution for ¢ € [0, 1).

» Introducing a growth condition |b(t, x)| < K(1 + |x|) ensures that the solution to
the ODE does not explode.’

"We denote the norm of x € R" by |x|.
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Counterexample: uniqueness
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Figure 2: Streamlines of the ODE dX; = 3Xt2/3dt.
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Counterexample: uniqueness

The following ODE has more than one solution:

dx,
Ttt = 3Xt2/3 and Xp; = 0.

For any a > 0, the following function is a solution:

0 t<a
Xt:
(t—a)P t>a

» Introducing a Lipschitz condition |b(t, x) — b(t, y)| < L|x — y| ensures that any
solution to the ODE is unique.
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An existence and uniqueness result for SDEs

Theorem (Theorem 5.2.1, @ksendal (2003))

LetT > 0. Letb:[0,T] x R* - R"ando : [0, T| x R" — R™™ be measurable.
Suppose that b and o satisfy:

» growth condition: |b(t,x)| + |o(t,x)| < K(1+ |x|)
» Lipschitz condition: |b(t,x) — b(t,y)| + |o(t,x) — o(t,y)] < L|x — y|.
Further, suppose Z and (By);>o are independent with E[|Z|*| < oo. Then, the SDE

dXt = b(t, Xt)dt + U(t, X[)dBt

with Xy = Z on the time interval t € [0, T] has a unique t-continuous solution X;(w) such
that X;(w) is adapted to the filtration F¥ generated by Z and (Bs)o<s<t, and such that:

T
E [/ |1 X;|? dt] < 00.
0
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Uniqueness of solutions

Givens: dX; = b(t, X;)dt + o(t, X;)dB; with:
» Lipschitz condition: |b(t, x) — b(t, y)| + |o(t, x) — o(t, y)| < L|x — y|.
Proof idea: Let X; and j\(t be solutions.

» Apply Ito isometry and Lipschitz condition to show that:
E [|Xt . )?t\z] —0.
» This implies that for any t > 0,
P [|xt X = 0} ~ 1

» This simultaneously holds for countable number of t € Q N [0, T].

» Uniqueness follows from continuity of t — |X; — j\(t\
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Existence of solutions

Givens: dX; = b(t, X;)dt + o(t, X;)dB; with:

» growth condition: |b(t, x)| + |o(t, x)| < K(1 + |x])

» Lipschitz condition: |b(t,x) — b(t, y)| + |o(t, x) — o(t, y)| < L|x — y|.
Proof idea:

» Construct sequence (Yt(k)) inductively by:

keN

t t
YO =X, and Y*V =X + / b(s, Y)dt + / o (s, YO dB,.
0 0

» Show that (Yt(k)) is a Cauchy sequence in L2([0, T] x €; A X P).

keN

> Set X; = klim Yt(k) and show that X; satisfies SDE and can be continuous.
— 00
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Solutions of SDEs are Markov process
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Markov processes

Definition
A stochastic process (X;)¢>o is Markov with respect to a filtration (F;) s> if
» X, is adapted to the filtration, and

» forany s > t, the conditional independence holds, X; 1L F;|X;.
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Solutions are Markov

Proposition
Let (B)¢>0 be Brownian motion and let (F;);> be its natural filtration. Let (X;)>o be a
solution to an SDE satisfying the conditions of the existence/uniqueness theorem,

dX[ = b(t, X[)dt + O'(t, Xt)dBt

Then, (X;)¢>o is Markov with respect to (F;)>o.

14/24



Change of variables: I1to’s formula

15/24



The infinitesimal: dB? = dt and dB™ = 0

Recall that we can think of dB; as an infinitesimal oforder 5, in the sense:

/ftw ) dBi(w /ftw dt and /OTf(t,w)dBt(w)2+N:0 (N > 0),

for arbitrary adapted function f. Here, the integral is defined:

n—o0

T
A f(tvw) dBt(w)2+N = lim Zf(ti—lvw) [Bti(w) - Bti—1<w)]2+Na

where IT,, is a partition 0 = ) < t; < --- < t, = T such that lim ||IL,|| = 0.
n—o0
Recall that ||II,,|| = maxy t — tg_1.
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I[to formula intuition

Let dX; = u(t, X;) dt + v(¢, X;) dB;. Consider the Taylor expansion:

df (X;) = f(X; + dX;) — f(X;)
= f(Xy)dX; + %f”(xt)dxf +...

1
= f/(Xt) { udt +v dBt} + Ef”(Xt> Vz dB?7

where all higher-order terms have been discarded. Apply dB? = dt to obtain:

df (X;) = {uf’ + ;vzf”} dt + vf’ dB;.
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[to formula

Theorem (1-dimensional Ito formula, @ksendal (2003))
Let X; be an lto process given by dX; = u(t, X;) dt + v(t, X;) dB;. Let Y; = f(t,X;) where f
is twice continuously differentiable. Then Y, is an Ito process given by:

of of 10%f

d¥; = ot Ox 20x2

= (t, X;)dt + = (t, X;)dX; + = —=(t, X;)dX?
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[to formula

Theorem (The general Ito formula, @ksendal (2003))
Let X; be an Ito process given by dX; = u(t, X;) dt + v(t, X;) dB;. Let Y; = f(t, X;) where
f:[0,00) x R® — RP is C. Then Y, is an Ito process whose kth component Yt(k) is given by:

w0 _ Ofe ~ Of (i, 1y~ 0% A
dy\ = at(t,xt)dt+;axi(t,xt)dx; +2;axia%(t,xt)dx,d)g,

where dBl dBJ = (5,Jdt and dBl dt = dt dB, = 0.
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Application: Ornstein-Uhlenbeck process
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Ornstein-Uhlenbeck process

Definition
The Ornstein-Uhlenbeck process is a stochastic process (X;) > satisfying the Ito SDE:

dX, = —kX,dt + V' DdB,.

» We can think of it as a continuous random walk that tends to revert back to zero.

» A physical example is a spring with thermal fluctuations.
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Change of variables

Let (X;)¢>o be the Ornstein-Uhlenbeck process, so that dX; = —kX;dt + v/DdB,.
Set Y; = X;ek. Apply the Ito formula:

of
ot
= kX,eMdt + e dX,

= kX,e*dt — kX,e*dt + vV De* dB,.

10°f
a 2

of

dY; = 2= (t, X;)dt + = " (t, X;)dX; + = = (t, X;)dX?

Therefore, d(X;e) = /De' dB,.
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Integrate

Integrating the SDE d(X;e**) = \/De**dB;, we obtain:

t
X, = Xpe ¥ + \FD/ e k=) gp..
0

» If X is Gaussian or deterministic, then X; is Gaussian,

D
E[Xt] = E[Xo]e_kt and Var[Xt] — Var{xo]e—zkt + ﬂ,

by independence of the two terms of X; and Ito isometry.?

?See also (Gardiner, 1985).
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